An Exascale Perspective
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Outline

e Exascale view in 2010
e Exascale view in 2015
» Moore’s Law Obituary




The Exceptional Challenges of
Exascale Computing
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Chief Technology Officer
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Gettin’ to Exascale Ain't
Gonna be Easy

Justin Rattner
Chief Technology Officer
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The Path Forward

Research Needed to Achieve Exascale Performance

» Extreme voltage scaling to reduce core power

* More parallelism 10x — 100x to achieve speed

» Re-architecting DRAM to reduce memory power
* New interconnect lower power and distance
 NVM to reduce disk power and accesses

» Resilient design to manage unreliable transistors
* New programmmg tools for extreme parallelism

o Appllcataons built for extreme parallelism
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HPC Node Architecture
What it is, and what it should be...

Shekhar Borkar
Intel Corporation
July 14, 2015

This research was, in part, funded by the U.S. Government, DOE and DARPA. The views and conclusions
contained in this document are those of the authors and should not be interpreted as representing the official
policies, either expressed or implied, of the U.S. Government.
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Top HPC Challenges

(from Shekhar Borkar’s July, 2015 ISC Talk)

System Power & Energy
New, efficient, memory subsystem

Extreme parallelism

— Data locality,
- Programmability

New execution model

— Self awareness
— Introspection

Resiliency for system reliability
System efficiency & cost



NATIONAL STRATEGIC COMPUTING INITIATIVE
July 29, 2015

EXECUTIVE ORDER
CREATING A NATIONAL STRATEGIC COMPUTING INITIATIVE

By the authority vested in me as President by the Constitution and
the laws of the United States of America, and to maximize benefits
of high-performance computing (HPC) research, development, and
deployment, it is hereby ordered as follows:

The NSCI is a whole-of-government effort designed to create a
cohesive, multi-agency strategic vision and Federal investment
strategy, executed in collaboration with industry and academia, to
maximize the benefits of HPC for the United States.

tps: W nNiteno =N i{e p-press-office/20 2P e-orager-creg g-
https://www.whitehouse.gov/sites/default/fles/microsites/ostp/nsci_fact_sheet.pdf

U.S. DEPARTMENT OF Office of

EN ERGY Science




Just How Dead Is




Moore’s Law has




Moore’s Law for Si-Gate CMQOS
Ended at 65 nm
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Moore’s Law for Planar




Moore's Law Began for
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What’s Next for Moore’s Law?
For Intel, IlI+V = 10nm QWFETs

April 21, 2015 by David Kanter ( )

“The industry will adopt Quantum Well FETs (QWFETs) that use a fin geometry and high-
mobility channel materials to achieve excellent transistor performance at nominal
operating voltages around 0.5V (compared to roughly 0.7V for FinFETSs)

The industry will adopt I1l-V compound semiconductors (most likely In0.53Ga0.47As,
o alternatlvely InSb) for the n- type QWFET channel ~
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http://realworldtech.com

QWFET Evolution

(a) BN | Drain | (b) BN
n**-InGaAs o :20 nm n**-InGaAs
InP etch stop o :6 nm InP etch stop

INg 52Al; 43AS :3nm Ingy 52Alp 4sAS
( S10doping.____ " | 81 §-doping
Ing s2Al, sAS :5nm Ing 52Alp 4sAS :3 nm
InP layer :2nm

In, ;Ga, 3As QW channel : 10 nm Ing ;Gay 3As QW channel : 10 nm

InAlAs bottom barrier ﬁ InAlAs bottom barrier

Graded buffer Graded buffer

Substrate Substrate

nQQ
InGaAs

(c)

TaSioO,

Csource [ A0
n*dnGaAs : 20 nm
InP layer 1 nm

Ing7Gag3As QW channel : 10 nm
InAlAs bottom barrier

Graded buffer

Substrate

Non-planar, multi-gate InGaAs quantum well field effect transistors with high-k gate
dielectric and ultra-scaled gate-to-drain/gate-to-source separation for low power ...

M Radosavljevic, G Dewey... - ... (IEDM), 2010 IEEE



Equipment Industry Prepares for [lI-V FINFETs

Transistor Pathway

Si/Ge Gate All Around (GAA)
Vertical or Horizontal
Improved electrostatics

* Precision etch and CMP

» Scaled metals

* High Aspect Ratio ALD

-V FinFET

Improved mobility

» Epi structure

» lll-V gate interface
* New material CMP

nS, n3

n22. n14 n10, n7 /

Vertical
TFET

Improved SS

» Epi structure

* Multi-pass CMP

» Precision etch & CMP




Benefits of Near Threshold Voltage Operation
Peak energy efficiencies at NTV and fine-grain power management

4 )

Sub-threshold  NTV Normal Operating Range Potential for...
HIGH * More always-on / instant wake
devices
Energy * Intelligent everyday devices with
Efficiency battery/solar powered CPUs
« Longer battery lives for mobile
computing
LOW « Scalable many-core chips for the
ZERO Voltage MAX datacenter
* Meeting extreme-scale compute
= / challenges

Sponsors of Tomorrow. ( |nte|)

INTEL DEVELOPER FORUM



I'he Elephant In the Room




Current partnerships with vendors
Fast and Design Forward Programs

Fast Forward Program — node technologies
* Jointly funded by SC & NNSA
* Phase 1: Two year contracts, started July 1, 2012, Phase 2: Two year contracts, starting
Fall 2014: IBM, Cray, AMD, NVIDIA, Intel ($64M / $100M)
Project Goals & Objectives

* |nitiate partnerships with multiple companies to accelerate the R&D of critical node
technologies and designs needed for extreme-scale computing.

* Fund technologies targeted for productization in the 5-10 year timeframe.

Design Forward Program — system technologies

* Jointly funded by SC & NNSA

* Phase 1: Two year contracts, started Fall 2013, Phase 2: Two year contracts. Starting
Winter 2015: Cray, AMD, IBM, Intel ($23M / $10M)

Project Goals & Objectives

* |nitiate partnerships with multiple companies to accelerate the R&D of interconnect
architectures and conceptual designs for future extreme-scale computers.

* Fund technologies targeted for productization in the 5-10 year timeframe.

U.S. DEPARTMENT OF Ofﬂce of

Contains Pre-Decisional Budget Information
ENERG I Science 21 September 2015




of Success

SCIENCE, TECHNOLOGY, AND
THE NUCLEAR WEAPONS STOCKPILE




Exascale Continues to
| ack a Strategic Imperative
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BAASIC)

BAASIC will drive disruptive improvement in
biomedical value chain through predictive biology

BAASIC
Vision

(109) | (10

Lawrence Livermore National Laboratory

Path to
vision

Data Data
Discovery validation Data
acquisition
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AT analytics
: dev't and pattern
O\ discovery




Why now?

There is both the need and the means

There are pressing crises in biology
impacting US and beyond...

o Continual rise of antimicrobial
resistance, Enterovirus D68, and
Ebola virus

* Decreasing pharmaceutical
productivity

Drug R&D at or below cost of
capital

« Combined with rising cost of

bringing new drugs to market

. | Emerging and engineered

"
p - pathogens pose unprecedented
asymmetric threats
» Democratization of biology

* Continued life sciences
advancements

Digital revolution has missed the
biomedical sector
* Advances in other sectors are
computational driven

Lawrence Livermore National Laboratory

...and advances that allow us

to address them

Million-fold decrease in genetic
sequencing cost
+ Allow association studies linking
genetics to disease
* Personalized therapy based on
individual genetics within reach

Massive clinical data explosion
* Need to marry disparate data sets
with new computational tools

Exponential growth in high-
performance computational power
+ Growth globally, not just US

Rise and commercial-based Cloud
compute services
» Continual innovation allow
democratization of advanced
computing capabilities




Exascale Five Years On

Good News: Moore’s Law is Alive and Well
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Commercial Relevance of Exascale

* Relevant and time-critical
» Extreme voltage scaling
* Power-reduced, bandwidth enhanced DRAM
* Power-reduced, latency enhanced storage
» Low-cost, low-power photonic interconnects
* Resilient design to manage unreliable transistors
» | ess Relevant or time-critical
» Extremely parallel systems (millions/billions of threads)
- New programming tools for extreme parallelism
-~A—pb|ic§§:§ons built for"extreme parallelisma
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